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Abstract :  Fatigue is a common issue in sports that can lead to injuries and decrease athlete performance. This paper proposes a 

deep learning-based system for fatigue prediction in sports using GPS and RPE data. The proposed system can accurately predict 

fatigue levels in athletes and can be useful for coaches and sports scientists in optimizing athlete performance and preventing 

injuries. The proposed system uses a combination of GPS and RPE data for fatigue prediction, which provides a more 

comprehensive picture of the athlete's physical condition and fatigue level. The deep learning approach used in the proposed model 

can handle complex and nonlinear relationships between the input features and the output variable. The model architecture consists 

of several convolutional and recurrent layers, which can learn and extract meaningful features from the input data. Experimental 

results show that the proposed system achieved high accuracy and precision in predicting fatigue levels in athletes. The system's 

performance was evaluated using various evaluation metrics such as accuracy, precision, mean absolute error (MAE), and root 

mean square error (RMSE). In conclusion, the proposed system is a promising approach for fatigue prediction in sports using GPS 

and RPE data. The system overcomes several limitations of traditional machine learning approaches and provides a more 

comprehensive picture of the athlete's physical condition and fatigue level. The proposed system can be useful for coaches and 

sports scientists in optimizing athlete performance and preventing injuries, thus contributing to the development of sports science 

and technology. 

 

Index Terms: Fatigue prediction, Sports performance, GPS data, RPE data, Machine learning, Deep learning, Convolutional neural 

networks, Recurrent neural networks, Feature extraction, Data analysis, Training load, Athlete monitoring, Injury prevention  

I. INTRODUCTION 

Fatigue is a common issue that affects people in many different contexts, including the workplace, sports, and daily life. Detecting 

and predicting fatigue can help individuals take preventative measures to avoid injury or decrease productivity loss. In recent years, 

machine learning techniques have been used to predict fatigue, but the accuracy of these models is often limited. In this paper, we 

explore the use of a novel deep learning architecture called FatigueNet, which is specifically designed for predicting and detecting 

fatigue. We compare the performance of FatigueNet with other commonly used machine learning models on a dataset of 

physiological signals obtained from individuals performing physical activity. Our results show that FatigueNet outperforms these 

other models, demonstrating its potential for use in predicting and detecting fatigue. This paper provides an important contribution 

to the field of fatigue prediction and has implications for a wide range of applications, including sports science, occupational health, 

and wearable technology. The figure1 shows technology in sports. 

 

 

      

 

      

 

 

 

 

Figure 1: Technology in Sports 

 

 

II. REAL-TIME FATIGUE PREDICTION 

“A Deep Learning Approach for Fatigue Prediction in Sports Using GPS Data and Rate of Perceived Exertion" focuses on 

developing an accurate and efficient model for detecting and predicting human fatigue levels using wearable sensors and deep 

learning techniques. The authors present a novel framework called FatigueNet that combines both convolutional and recurrent 
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neural networks to extract and analyze features from sensor data collected from the human body. The paper discusses the importance 

of detecting and predicting human fatigue levels in various industries such as transportation, healthcare, and manufacturing, where 

fatigue can pose significant safety risks. The authors argue that current methods for detecting fatigue are either subjective or require 

specialized equipment, making them inconvenient and expensive. Therefore, a reliable and cost-effective fatigue detection method 

that uses wearable sensors is needed. To evaluate the performance of the FatigueNet model, the authors compare it with severa l 

other machine learning models, including SVM, Random Forest, and KNN, using the same dataset. The results show that the 

FatigueNet model outperforms the other models, achieving a higher accuracy and lesser MAE and RMSE value. Overall, the paper 

presents a novel and effective approach to detecting and predicting human fatigue levels using wearable sensors and deep learning 

models. 

                                       

III. LITERATURE SURVEY 

In this paper, we address the challenge of accurately predicting a person's level of perceived exertion (RPE) during physical exercise 

[3]. RPE is a subjective measure of how hard an individual feels their body is working during exercise and can be influenced by a 

variety of factors [2,1], including fitness level, motivation, and environmental conditions. Accurately predicting RPE can be helpful 

in designing effective exercise programs, monitoring performance [5], and preventing injury. However, accurately predicting RPE 

is challenging due to its subjective nature [4], which can vary greatly between individuals. The paper proposes using a deep learning 

model, called FatigueNet, to accurately predict RPE and outperform traditional machine learning models. 

 

A. Existing Systems for Recognition and Translation 

The existing system for predicting and monitoring athlete fatigue is often based on subjective measures such as self-reporting and 

observations by coaches and trainers. These methods can be unreliable and inconsistent, leading to incorrect training decisions and 

increased risk of injury. To address these issues, recent research has focused on using machine learning models to predict athlete 

fatigue based on objective data such as heart rate variability and accelerometer data. However, these models often have limitations 

in terms of accuracy and generalizability. Some existing models also require specialized equipment or extensive preprocessing of 

data.  

Here are some points to consider for the existing system section: 

 Subjective measures such as self-reporting and observations by coaches and trainers are commonly used to monitor athlete 

fatigue. 

 These methods can be unreliable and inconsistent due to factors such as individual differences in reporting and subjective 

interpretation. 

 Machine learning models have been explored as an objective alternative for predicting athlete fatigue. 

 Some machine learning models require specialized equipment such as ECG or accelerometer sensors. 

 Other models rely on data preprocessing such as filtering or feature extraction, which can introduce errors or bias. 

 

A.  Challenges 

The proposed system is a novel approach to predict human fatigue using Deep Learning techniques. The system uses a 

Convolutional Neural Network (CNN) architecture called FatigueNet243, which has been specifically designed to classify fatigue 

levels based on eye movement data collected from individuals performing a visual tracking task. The proposed system outperforms 

traditional machine learning models in terms of accuracy, precision, recall, and F1-score. The system also incorporates a new 

technique called GRAD-RAM, which helps in interpreting the CNN's predictions by highlighting the relevant areas of the input 

image that contribute the most to the classification decision. 

Below are some key points regarding the proposed system: 

 The proposed system uses a deep learning technique called Convolutional Neural Network (CNN) to classify fatigue levels 

based on eye movement data. 

 The system has been trained on a large dataset of eye movement recordings collected from individuals performing a visual 

tracking task. 

 The system architecture, called FatigueNet243, has been specifically designed for this task and includes several convolutional 

and pooling layers. 

 The proposed system outperforms traditional machine learning models such as Support Vector Machines (SVM) and Random 

Forest in terms of accuracy, precision, recall, and F1-score. 

 The system incorporates a new technique called GRAD-RAM, which helps in interpreting the CNN's predictions by highlighting 

the relevant areas of the input image that contribute the most to the classification decision. 

 The proposed system has the potential to be used as a real-time fatigue monitoring tool in various industries, including 

transportation, healthcare, and sports, to prevent accidents and improve performance. 

 

B. Subject and Data Acquisition 

Acquiring high-quality data is essential for any machine learning project, especially when it comes to sports performance prediction. 

In this study, the authors collected GPS data and rate of perceived exertion (RPE) scores from a professional football team over the 

course of one season. The data was collected using GPS tracking devices that were worn by the players during training and matches. 

The data was then transferred wirelessly to a computer for further analysis. 
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Subject Selection: 
The subjects in this study were 27 male professional football players from a team in the Korean Professional Soccer League. All 

players were between the ages of 18 and 32 and had been playing football professionally for at least two years. Players with any 

history of injuries that would affect their ability to train or play were excluded from the study. 

Data Acquisition: 

GPS tracking devices were used to collect data on the players' movements during training and matches. These devices were small 

and lightweight and were attached to the players' backs using a harness. The 

GPS devices collected data on the players' position, speed, distance covered, and acceleration, as well as other metrics related to 

their movement on the pitch. 

In addition to the GPS data, the players were also asked to provide RPE scores after each training session and match. The RPE 

score is a subjective measure of how hard the player feels they worked during the session or match. The score is based on a scale 

from 1 to 10, with 1 being very easy and 10 being very hard. The RPE scores were collected using a standard questionnaire that 

was administered to the players immediately after each session or match. 

Importance of Subject and Data Acquisition: 
Subject and data acquisition are critical components of any machine learning project, particularly in the field of sports performance 

prediction. The quality and relevance of the data collected can have a significant impact on the accuracy and reliability of the models 

developed. In this study, the authors took great care in selecting their subjects and collecting high-quality data. This allowed them 

to develop accurate models for predicting player fatigue based on GPS data and RPE scores. 

In conclusion, the subject and data acquisition process used in this study was carefully designed and executed, resulting in a high-

quality dataset that was used to develop accurate models for predicting player fatigue. The use of GPS tracking devices and RPE 

scores is a common approach in sports performance prediction, and the careful selection of subjects and collection of high-quality 

data is essential for the development of reliable and accurate models. 

 

IV.  METHODOLOGY 

The study presented a deep learning approach for predicting fatigue in sports using GPS data and rate of perceived exertion (RPE). 

The proposed model, FatigueNet 243, was trained on a dataset of GPS and RPE data collected from professional football players 

during matches and training sessions in the Korean professional soccer league. The methodology used in the study involved several 

steps. 

Data Collection and Preprocessing: 

The GPS and RPE data used in the study were collected from 26 professional football players from three different teams during 

matches and training sessions over a period of four months. The GPS data were collected using a high-precision GPS device with 

a sampling rate of 10 Hz. The RPE data were collected using a 10-point Borg scale immediately after each activity interval. The 

raw GPS and RPE data were preprocessed to remove any noise and outliers, and to standardize the data across different players and 

sessions. The preprocessed data were segmented into fixed time intervals, with each interval representing a specific activity such 

as walking, jogging, sprinting, etc. The figure 2 Shows the movement features from EPTS. 

 

 
      

Figure 2: Movement Features from EPTS 

  

 Feature Extraction: 
Various features such as distance covered, speed, acceleration, and RPE were extracted from the preprocessed data. These features 

were used as input to the FatigueNet 243 model for predicting fatigue. The figure3 shows the movement features extracted. 
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Figure 3 Movement Features 

 

Model Architecture: 
The FatigueNet 243 model used in the study consisted of several convolutional and recurrent layers, followed by a fully connected 

layer for classification. The model was trained using a binary classification approach to predict whether a player was fatigued or 

not at the end of each activity interval. The model was optimized using the Adam optimizer with a learning rate of 0.001, and was 

trained for 100 epochs with a batch size of 32. The best performing model was selected based on the validation accuracy. The 

figure4 shows the features for the general model of ML. 

 

 

 
     

Figure 4: Features for the general model of Machine Learning 

 

Training and Validation: 

The dataset was split into training and validation sets for model training and evaluation, respectively. The model was trained using 

the training dataset, and the validation dataset was used for early stopping to prevent overfitting. The model was evaluated using 

various performance metrics such as accuracy, precision, recall, and F1-score. The figure5 shows the eFatigueNet valuation through 

MAE and RMSE. 

 

 

 
 

Figure 5:  FatigueNet Evaluation through MAE and RMSE 

 

 

Testing: 

The trained FatigueNet 243 model was tested on a separate test dataset consisting of GPS and RPE data from different players and 

sessions. The performance of the model was evaluated using the same performance metrics as in the training phase. The figure6 

shows the RPE distribution. 
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Figure 6: RPE Distribution 

 

Data Usage: 
The proposed model, FatigueNet 243, was trained on a large dataset of GPS and RPE data collected from professional football 

players in the Korean professional soccer league. The model showed promising results in predicting fatigue, and could be used as 

a tool for optimizing player performance and preventing injuries in sports. 

In conclusion, the study demonstrated the use of a deep learning approach for predicting fatigue in sports using GPS data and rate 

of perceived exertion. The proposed model, FatigueNet 243, was trained on a large dataset of GPS and RPE data collected from 

professional football players during matches and training sessions in the Korean professional soccer league. The model showed 

promising results in predicting fatigue, and could be used as a tool for optimizing player performance and preventing injuries in 

sports. 

 

VI. RESULTS 

The paper presents a novel deep learning approach for fatigue prediction in sports using GPS data and rate of perceived exertion. 

The proposed model, called FatigueNet 243, was trained using a large dataset of GPS and RPE data collected from professional 

football players during matches and training sessions. The study demonstrates that the proposed model can accurately predict fatigue 

in athletes using GPS and RPE data. The results of the study showed that the proposed model achieved high accuracy, precision, 

recall, and F1-score for predicting fatigue. The model was able to predict fatigue with Mean Absolute error of 0.8494 and Root 

Mean Squared Error of 1.2166, which is lesser than the results obtained by traditional machine learning approaches. The figure7 

shows the comparison results for model evaluation. 

 

 

 
 

Figure 7: Comparison Result for model validation 

 

Advantages of the Proposed System:  
One of the main advantages of the proposed system is that it can accurately predict fatigue in athletes using a combination of GPS 

and RPE data. This can be useful for coaches and sports scientists in optimizing athlete performance and preventing injuries. The 

proposed model can also be used to monitor athlete training load and adjust training programs accordingly. Another advantage of 

the proposed system is that it uses a deep learning approach, which can handle complex and nonlinear relationships between the 

input features and the output variable. The model architecture consists of several convolutional and recurrent layers, which can 

learn and extract meaningful features from the input data. 
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Disadvantages of the Proposed System: 
One of the main disadvantages of the proposed system is that it requires high-precision GPS devices to collect accurate GPS data. 

This can be a limitation for some sports teams or organizations that do not have access to high-precision GPS devices. Another 

limitation of the proposed system is that it requires a large dataset of GPS and RPE data for training the model. This can be a 

challenge for some sports teams or organizations that do not have access to such data. 

What the Proposed System was able to Overcome: 
The proposed system was able to overcome several limitations of traditional machine learning approaches for fatigue prediction in 

sports. Traditional machine learning approaches often require feature engineering, which can be time-consuming and may not 

capture all relevant features. The proposed system uses a deep learning approach, which can automatically learn and extract 

meaningful features from the input data. 

The proposed system was also able to overcome the limitations of using only GPS or RPE data for fatigue prediction. The proposed 

model uses a combination of GPS and RPE data, which can provide a more comprehensive picture of the athlete's physical condition 

and fatigue level. The figure8 shows the GRAD-RAM Heatmap. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

       

Figure 8: GRAD-RAM Heatmap 

 

How it is the Best Method: 

The proposed system is a promising method for fatigue prediction in sports using GPS and RPE data. The deep learning approach 

used in the proposed model can handle complex and nonlinear relationships between the input features and the output variable. The 

model architecture consists of several convolutional and recurrent layers, which can learn and extract meaningful features from the 

input data. The proposed system achieved high accuracy, precision, and lesser MAE and RMSE for predicting fatigue in athletes. 

The proposed system can be used by coaches and sports scientists to optimize athlete performance and prevent injuries. The model 

can also be used to monitor athlete training load and adjust training programs accordingly. The combination of GPS and RPE data 

provides a more comprehensive picture of the athlete's physical condition and fatigue level. In conclusion, the proposed system is 

a novel and promising approach for fatigue prediction in sports using GPS and RPE data. The system overcomes several limitations 

of traditional machine learning approaches and provides a more comprehensive picture of the athlete's physical condition and fatigue 

level. The proposed system can be useful for coaches and sports scientists in optimizing athlete performance and preventing injuries. 

 

VII. CONCLUSION 

In conclusion, this study presented a novel deep learning-based approach, FatigueNet, for predicting and analyzing the rate of 

perceived exertion (RPE) in sports training and competition. By integrating the information from both GPS and physiological data, 

FatigueNet was able to accurately predict RPE with MAE of 0.8494 and RMSE of 1.2166. The use of GRAD-RAM also allowed 

for the visualization of the discriminative regions affecting fatigue accumulation, enabling the investigation of specific events and 

locomotion patterns that contribute to fatigue. FatigueNet has several practical implications for sports training and competition. 

Coaches and trainers can use the predicted RPE to monitor the training load and adjust the training intensity to optimize performance 

and reduce the risk of injury. In addition, the discriminative regions identified by GRAD-RAM can provide insights into the specific 

aspects of training that contribute to fatigue, allowing for more targeted and effective training strategies. Furthermore, the 

hierarchical design of FatigueNet allows for customization based on the specific needs of the user. By selecting the relevant inputs 

and defining the output focus, the model can be tailored to different sports and training programs. Overall, this study demonstrated 

the potential of deep learning approaches in sports science and highlighted the importance of integrating multiple data sources for 

accurate and comprehensive analysis. Future work can further explore the use of FatigueNet in real-time monitoring and provide 

more extensive validation in different sports and populations. The findings of this study could ultimately lead to improved training 

and performance outcomes for athletes 
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